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Abstract

Sports examples can be wonderful vehicles for teaching OR/MS concepts. Baseball is particularly well suited to teaching statistics/probability, Markov decision processes, and decision analysis. This paper details a baseball example I developed to teach fundamental decision making skills. This example has been used successfully to teach decision making to undergraduates and graduates in technical and non-technical disciplines. It has also been used effectively in industry for training new MBAs and seasoned executives.
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1. Introduction

Sports examples can be wonderful vehicles for teaching OR/MS concepts for several reasons. First, their well-defined structures and rules lend themselves to quantitative analysis. Second, most students can immediately relate to a sports example because they have either participated in or watched many sporting events. This is not always the case with other examples (e.g., newspaper boy). Finally, sports examples are enjoyable, and students learn more effectively when they are having fun.

Baseball is a strategic and mentally challenging game. No one has said it better than Roger Kahn (2000) when he defined baseball as "chess at 90 miles per hour." Baseball is particularly well suited to probabilistic and decision analysis. Examples can be created to teach basic probability/statistics, probabilistic systems, Markov decision processes, simulation, and decision analysis.

This paper gives an overview of a baseball example I developed while a graduate student in the Department of Engineering-Economic Systems at Stanford University. I have been very successful teaching decision making with this example to technical and non-technical audiences. At Stanford, I used this example with MS and PhD students. These students came from diverse cultural backgrounds and were generally quite comfortable with advanced mathematical techniques, but may not have been familiar with Markov processes. While the Stanford audience is quite technical, an advanced technical degree is certainly not required. At Strategic Decisions Group, I used this example many times during new consultant orientation, which was comprised mostly of MBAs. I am currently simplifying this example to teach decision-making skills to gifted and at-risk teenagers through the Decision Education Foundation. Therefore, I believe this example can be adjusted to fit many different audiences.

Markov process modeling is the most complicated concept and can be deemphasized or eliminated if desired. Conversely, one could expand this aspect of the case for specific OR/MS audiences. In this paper I focus on using baseball to teach decision-making and decision analysis skills-not Markov processes.

As mentioned above, the feedback to this example, while informal, has been quite positive. Most students,
consultants, and executives have told me that this example helped to deepen not only their understanding of decision analysis in particular, but their appreciation for quantitative analysis in general. Students can immediately see how OR/MS thinking improves their understanding in a domain with which they are most likely familiar. This "new insight into an old situation" is quite powerful for students and helps to make the example both effective and memorable.

As an instructor, I have found that this example cements understanding of fundamental decision analysis concepts and excites the students about the field in general. Students seem to be energized after the demonstration and participation in future lectures in increased.

I introduce this example after the students have been exposed to basic decision analysis concepts (e.g., decision trees, probabilistic structuring, and tree roll-back). The students need not have an understanding of utility theory or its axioms, because, as the reader will see, the objective is to simply maximize the probability of winning.

My biggest concern with the use of this example was the audience's prior understanding and exposure to baseball. I was particularly worried about using this example with students from countries where baseball is not a significant sport. To address this concern, I offer "just in time" baseball training, some of which is covered in §2. In addition to the material in §2, I describe several types of baseball "plays" (e.g., the steal, sacrifice, bunt, and intentional walk). My experience has been that this level of training is sufficient for the audience (even an international one) to appreciate and understand the example, which is fundamentally about decision making—not baseball. That being said, other instructors should be cautious when developing examples such as these for audiences that lack a baseball background. The interested reader can find the definitions of many baseball terms on the Major League Baseball (MLB) website(4).

During the case study, my students and I analyze the decision making of the offensive and defensive teams during a single half-inning of play. In particular, I use an example from the bottom of the ninth inning. For a reason to be made clear later, baseball becomes more strategic as the game progresses and the bottom of the ninth inning in a close game is particularly interesting.

3. The Setup

The example that follows is a game played between the Houston Astros (home team) and the Atlanta Braves (visiting team) on July 20, 1996. The Astros are coming to bat in the bottom of the ninth inning. The game is currently tied 1-1. Pitching for the Braves is Greg Maddux, who is right handed. At the time, Maddux was the best pitcher in baseball and arguably the best pitcher of our generation. Going into the ninth inning, Maddux has only allowed two hits, both in the first inning. Behind the plate for the Braves is Javy Lopez, an excellent catcher.

2. Baseball Primer

Before discussing the example, a brief explanation of several baseball terms will help with what follows. According to the official rules of MLB(5), "baseball is a game between two teams of nine players each, under direction of a manager..." The manager is responsible for making all strategic decisions during a game. In the language of OR/MS, the manager is the decision maker. An inning is the portion of a game within which the teams alternate on offense (batting-trying to score) and defense (fielding-trying to prevent scoring) and in which there are three putouts for each team. Each team's time at bat is a half-inning. The winner of a baseball game is the team that has scored the most runs at the end of regulation play, which is nine innings-unless the game is shortened due to weather or extended because of a tie after nine innings of play. MLB specifies that the home team "is the team on whose grounds the game is played, or if the game is played on neutral grounds, the home team shall be designated by mutual agreement." The home team bats after the visiting team(6).

The example that follows is a game played between the Houston Astros (home team) and the Atlanta Braves (visiting team) on July 20, 1996. The Astros are coming to bat in the bottom of the ninth inning. The game is currently tied 1-1. Pitching for the Braves is Greg Maddux, who is right handed. At the time, Maddux was the best pitcher in baseball and arguably the best pitcher of our generation. Going into the ninth inning, Maddux has only allowed two hits, both in the first inning. Behind the plate for the Braves is Javy Lopez, an excellent catcher.

(4) http://mlb.mlb.com/NASApp/mlb/mlb/official_info/baseball_basics/on_the_field.jsp
(6) This rule was not official until 1950
Table 1 displays the Astros' batting order and relevant statistics.

**Table 1: Performance Statistics for the Astros.**

<table>
<thead>
<tr>
<th>Lineup Spot</th>
<th>Player</th>
<th>Bat Hand</th>
<th>AVG</th>
<th>AVG vs RHP</th>
<th>SB%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Cangelosi</td>
<td>S</td>
<td>0.248</td>
<td>0.261</td>
<td>0.73</td>
</tr>
<tr>
<td>2</td>
<td>Biggio</td>
<td>R</td>
<td>0.285</td>
<td>0.271</td>
<td>0.71</td>
</tr>
<tr>
<td>3</td>
<td>Bagwell</td>
<td>R</td>
<td>0.306</td>
<td>0.302</td>
<td>0.5</td>
</tr>
<tr>
<td>4</td>
<td>Bell</td>
<td>R</td>
<td>0.291</td>
<td>0.280</td>
<td>0.77</td>
</tr>
<tr>
<td>5</td>
<td>May</td>
<td>L</td>
<td>0.282</td>
<td>0.284</td>
<td>0.73</td>
</tr>
<tr>
<td>6</td>
<td>Miller</td>
<td>R</td>
<td>0.269</td>
<td>0.290</td>
<td>0.50</td>
</tr>
<tr>
<td>7</td>
<td>Spiers</td>
<td>L</td>
<td>0.254</td>
<td>0.244</td>
<td>0.66</td>
</tr>
<tr>
<td>8</td>
<td>Wilkins</td>
<td>L</td>
<td>0.254</td>
<td>0.268</td>
<td>0.50</td>
</tr>
<tr>
<td>9</td>
<td>Pitcher</td>
<td>L</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**Astros Bench**

<table>
<thead>
<tr>
<th>Player</th>
<th>Bat Hand</th>
<th>AVG</th>
<th>AVG vs RHP</th>
<th>SB%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berry</td>
<td>R</td>
<td>0.280</td>
<td>0.290</td>
<td>0.74</td>
</tr>
<tr>
<td>Mouton</td>
<td>R</td>
<td>0.253</td>
<td>0.212</td>
<td>0.79</td>
</tr>
</tbody>
</table>

**Explanation of Terms**

- **R**: Right-Handed Batter
- **L**: Left-Handed Batter
- **S**: Switch Hitter (L or R)
- **AVG**: Batting Average (Hits per At-Bat)
- **AVG vs RHP**: Indication of Ability to Get a Hit
- **SB%**: Stolen Base Success Rate

The Astros' manager is Terry Collins. At the helm for the Braves is Bobby Cox.

During the demonstration a limited set of defensive and offensive decisions is analyzed. Specifically, for the defensive team (Braves) the decision of whether or not to pitch to or intentionally walk the current batter is evaluated. For the offensive team (Astros) the decision of whether to hit away or sacrifice bunt, attempt to steal second base, third base and home plate is analyzed.

I begin the demonstration with a brief discussion of how a baseball game can be modeled. This background is provided so that the students understand the source (and the limitations) of the probabilities we use. I then describe the current situation. As the inning evolves, I analyze particular situations. I have the students tell me what they would do in this situation and describe what the major league managers actually do.

### 4. Modeling the Game

Baseball can be profitably modeled as a Markov process. Groundbreaking examples include Bellman (1977), Howard (1977) and Trueman (1977). More recently Bukit (1997) developed a Markov process to determine the optimal batting order and calculate the probability of winning. Typical Markov states include the number of outs, the inning, the score, the location of runners on base, the pitch count, etc.

Lindsey (1959, 1961, 1977) was among the first to apply OR/MS techniques to baseball strategy. Based on historical study of actual major league baseball games and an underlying probabilistic model, Lindsey calculated the probability that either team would eventually win the game given a particular lead at the end of an inning. Figure 1 details Lindsey’s results for odd number innings.

---

(7) Lindsey’s limited his results to a range of +/- 6 runs. I have extended Lindsey’s results using simple curve fitting.
If a professional baseball game is tied at the end of the ninth inning, the game goes into extra innings. Lindsey assumed that either team was equally likely to win an extra inning game. If the analysis is limited to the bottom of the ninth inning (or extra inning) games, the only probability assessment required is the probability of eventually winning if the game is tied—since the probability of winning is either 0 or 1 if the home team is behind or ahead at the end of the inning.

Notice that in the first inning, the probability of winning is an almost linear function of the lead between a run differential of -/+ 4 runs, which would be a considerable number of runs to score in a single inning. This means that in the first inning the objective of maximizing expected runs is nearly equivalent to maximizing the probability of winning. However, as the game progresses the relationship degrades. In fact, by the ninth inning, a lead (or deficit) of more than a run is no better (or worse) than a single run (i.e., it does not matter by how many runs you win). The types of strategies that maximize expected runs may not be the same as those that maximize the probability of winning late in the game. It is for this reason that baseball strategy changes as the game progresses and becomes most interesting late in the game. At this point in the demonstration, I highlight the first learning I want students to take away. In any decision situation, you must clearly state your objective. Different objectives have different implications for action. The objective of baseball is to win, not to score runs.

In order to analyze strategies within an inning, Lindsey’s data must be supplemented with a run-scoring model. Such a model allows us to calculate a distribution for the number of runs scored in the remainder of an inning, given the current base state, number of outs, position in the lineup, etc. My scoring model is based on the model developed by Howard (1977). For the purposes of this demonstration, I assume all batters are identical and only focus on the outs and base state.

The output of this model for the first and ninth innings, combined with Lindsey’s data, is shown in Figure 2.
given the out/base state. For example, with bases loaded and no out in the first inning, the home team has a 70.9% chance of eventually winning the game. The probability the home team wins given the same situation in the ninth inning is 90.8%. Many students ask why in the ninth inning a runner on third base with no outs is better than any of the other states with a runner on third base and at least one other base occupied (e.g., runner on first and third or bases loaded). Aren't more runners always better? No! Again, we must be clear about the objective. The goal is to win and additional runners do not help if the runner on third scores. In fact, the additional runners make the home team susceptible to a double play (two outs on a single play), or the easier to complete force-out at home if the bases are loaded (1st, 2nd and 3rd base occupied). This reasoning is why it is common for a visiting team to issue an intentional walk when the home team has a runner on third base or runners on second and third with less than two outs in the ninth (or any subsequent) inning.

Another interesting feature of Figure 2 is the fact that the probability the Astros win the game when they come up to bat in the ninth inning is 60.7%, not 50%. Why? This is because the Braves have already had their turn at bat in the top of the ninth inning. If the Astros score a single run they win the game.

Interested readers can find all the data underlying Figures 1 and 2, and other innings, by following this link (8).

Before proceeding, I should note that another source for the probabilities in Figure 2 is a recent study by Birnbaum (2003 (9)). Birnbaum used Retrosheet (10) data from 1974 to 1990 to estimate the probability of winning for the home/visiting team for each base/out/inning state (11). Some instructors may prefer to use this source to avoid the discussion of Markov processes. However, because some situations occur infrequently, the standard error in Birnbaum’s estimates can be quite large.

5. On to the Ninth

I spend about 60 minutes on this demonstration. Therefore, space does not permit me to detail the entire half-inning here. However, by analyzing a few game situations I hope the reader will get the general feel for how the demonstration progresses.

Situation 1: 0 Out, None On, Astros Pitcher Coming to Bat, P(Astros Win) = 60.7%

Pitchers are notoriously poor hitters. Given that the Astros desperately need base runners, they decide to bring in another batter (a "pinch hitter") to hit for the pitcher. The person they select is Berry (AVG vs RHP = .290, which is very good). Berry proceeds to hit a single, increasing the probability the Astros win to 67.7%.

Situation 2: 0 Out, Berry on First, Cangelosi At Bat, P(Astros Win) = 67.7%

According to Figure 2, the Astros would increase their chance of winning to 77.1% if they could move the runner from first to second. Berry, being a slow runner, is replaced with a "pinch runner" by the name of James Muton. Muton has the highest stolen base percentage on the Astros’ bench.

Since Figure 2 does not include a state for base runners, the probability of winning does not change. This is a modeling simplification. A more detailed model and example could be created to illustrate this.

This brings Cangelosi (.261), an excellent bunter, to the plate.

Situation 3: 0 Out, Muton on First, Cangelosi At Bat, P(Astros Win) = 67.7%

Now things really get interesting. Collins, the Astros’ Manager, has the following three alternatives:

1. Hit Away. Allow Cangelosi to hit away, with the hope that he will be able to advance Muton. The risk of this strategy is that he might hit into a double play or make any other type of out without advancing Muton along the bases (e.g., a strikeout).
2. **Steal Second.** Have Muton attempt a steal of second base. This means that while the pitcher is delivering the ball to plate, Muton runs to second base. If he makes it before being thrown out by the catcher, he is safe. The Astros would then have a runner on second base with no outs, and their probability of winning would increase to 77.1%. However, if Muton is thrown out, the Astros would have no runners on base with one out, and a corresponding win probability of 56.2%.

The weapon that the defense has to prevent the steal is called the pitch out, in which case the pitcher intentionally throws the ball where the batter cannot hit it, and the catcher quickly throws the ball to second base.

3. **Sacrifice.** To execute the sacrifice, Cangelosi bunts the ball (a very light type of hit). While the fielders are pursuing the bunt, Muton advances to second base. In the case of a successful sacrifice, Cangelosi is thrown out at first (we ignore the case where he reaches base safely). If this happens, the Astros have a runner at second base with one out and a 69.8% chance of winning. The risk in this strategy is that the fielders might be able to throw out Muton instead. In this case the Astros would still have a runner at first (Cangelosi) but with one out. Their chance of winning would fall to 60.8%.

There is very little the Braves can do to keep the Astros from attempting a sacrifice. They can however, position their defense in such a way to make it more likely that they throw Muton out.

I then show the students the range of outcomes graphically, as in Figure 3.

![Figure 3: Range of Outcomes for the Steal and Sacrifice](image)

Collins, the Astros' manager, faces a classic tradeoff. The steal is clearly the more risky alternative--having both the most upside and downside. The sacrifice, on the other hand, is the safety first strategy. It gives up the upside of advancing a runner without incurring an out in exchange for limiting the downside risk of giving up an out and losing a base runner. **The learning I want the students to take away is that quantitative analysis makes this tradeoff clear and deepens our understanding of the situation.**

What should Collins do? At this point I introduce the concept of decision trees and lay out the situation as shown in Figure 4.

![Figure 4: Figure 4. Astros’ Decision Tree.](image)

The alternative Collins should choose depends on his assessment of $p_1$ (probability of a successful steal) and $p_2$ (probability of a successful sacrifice).
p2 (probability of successful sacrifice). The only problem is we do not know his assessment of these probabilities. We can, however, calculate the breakeven probability above which Collins would prefer the steal or sacrifice to hitting away. For example, if p1 were above (below) 0.550 then the steal would be preferable to (worse than) hitting away. Likewise, if p2 were above (below) 0.767 then the sacrifice would be better (worse) than hitting away.

Students can substitute in their own assessments for p1 and p2 to determine what they would do in this situation. My own personal assessment, given that Cangelosi is an excellent bunter, is that p2 = 0.85. Likewise, the Braves' catcher (Lopez) is very good at throwing out runners, and therefore, I believe p1 = 0.55. Based on these assessments, I would sacrifice in this situation.

The learning I want the students to take away is that there is no right answer. **The best course of action depends upon the decision maker’s beliefs and reasonable people can disagree.**

After this discussion, I ask the students what they would do. In this case, Collins decided to have Cangelosi sacrifice, and it was successful, increasing the chance the Astros win to 69.8%.

Craig Biggio (.271) comes to bat next. He grounds out to the second baseman, but advances Muton to third base. The Astros' probability of winning has fallen to 62.8%. How can that be? The Astros now have a runner on third base and are only 90 feet from scoring the winning run. The additional out was more costly to the Astros than the benefit of advancing the base runner. This insight tends to be lost on the common baseball fan.

The mighty Jeff Bagwell (.302) now comes to the plate.

**Situation 4: 2 Out, Muton on Third, Bagwell At Bat, P(Astros Win) = 62.8%**

At this point in the game, the Braves manager (Bobby Cox) walks to the pitcher's mound to meet with Maddux and Lopez. The three of them have an extended conversation. Cox walks away, comes back, talks some more, spits, and scratches his head. He really seems to be thinking hard about something. What is it?

The Braves face a difficult decision. Should they pitch to Bagwell or intentionally walk him? Walking Bagwell would bring up the less threatening Bell (.280), but why would you ever intentionally allow a batter to reach base?

Let's look back at Figure 2. If there were no outs, intentionally walking the batter so that there were runners on first and third would lower the home team's chance of winning. This occurs because the runner on first sets up possibility of a double play. In the case of two outs (the current situation), the benefit is less clear.

Currently the Braves have a 37.2% chance of winning (1 - 62.8%). If they walk Bagwell they will face a situation of two outs with runners on first and third. The chance they will win the game in this case is 37.1% (1 - 62.9%). For all practical purposes, there is no difference between these two situations, ignoring the difference between Bagwell and Bell as hitters (both are very good, but "Bags" is a bit better). Yet, the Braves really think this through. The point I make to my students is that **many times decisions are difficult because there is little difference in value between the alternatives. When this is the case, it is difficult to discern which alternative is best. Yet, at the same time, it makes little difference what we do. Make the decision and move on!**

Eventually the Braves do decide to walk Bagwell and face Bell. At this point, I ask students if Cox made a good decision. The class generally agrees that while the alternatives were close, Cox made the right call because Bagwell is a better hitter than Bell.

On the next pitch, Bell hits a single up the middle, and the Braves lose to the Astros by the score of 2-1.

Now I make the final and most important point--the **distinction between a decision and an outcome.** I remind the class that we already passed judgment on Cox's decision. The only additional piece of information we have now is the outcome. **You can make a good decision and still have a bad outcome.** This concept is lost on television announcers who, as usual, criticize or praise the manager based on the outcome.
6. Conclusion

Sports examples can be wonderful vehicles for teaching OR/MS concepts. Baseball is particularly well suited to probabilistic and decision analysis. Examples can be created to teach basic probability/statistics, probabilistic systems, Markov decision processes, simulation, and decision analysis.

The demonstration discussed in this paper has been used quite successfully to teach fundamental decision-making concepts to engineers, MBAs, and executives.
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